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There are many instances especially with Monte Carlo simulations where we want to pull random numbers from
normal distributions that are correlated. We will work through the process and develop the attendant mathematics
applicable to pulling these correlated random numbers. We will follow this discussion with an example.

The Distributions of the Random Variates X and Y

The random variable X is normally-distributed with a mean equal to j, and a variance equal to o2. The distribution
of X in equation form is...
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The random variable Y is normally-distributed with a mean equal to y, and a variance equal to 0,3. The distribution
of Y in equation form is...
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We will define p,, to be the pairwise correlation betweer-l rand;)m variates pulled from the distribution of X and
the distribution of Y as defined in equations (1) and (2) above. The equation for this correlation coefficient is...
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Correlating the Random Variates X and Y

Step One - Pull three independent (i.e. uncorrelated) random variates Z., Z, and Z, from a normal distribution
with mean zero and variance one. The distributions of these random variates and attendant expectations are...

Z.~N|0,1| ..where... E ZC] =0 ..and... E[Zf} =1 (4)
Zy,~N|0,1| ..where... E Zx] =0 ..and... E[Zg} =1 (5)
Z,~ N|0,1| ..where... E Zy] =0 ..and... E[Zj} =1 (6)

Because these random variates are independent the expectations of their products are...
E {ZCZ:E} =0 ...and... E {ZCZIU] =0 ...and... E [ZmZy] =0 (7)

Step Two - Define two new random variates X and Y that are pulled from the distribution of X and the distribution
of Y, respectively, and have a positive pairwise correlation equal to p,,. These random variates are defined as
follows...

X = {Jpzch—f—,/l—pzyZm}ox—l—um (8)

Y= {prch-I- 1_pwyzy}‘7y+ﬂy 9)



Proofs
The mean of X is equal to 1, as defined in equation (1) above. This proof requires the result of the expectation
calculated in Appendix equation A.
mean =K [X' }
= fig (10)

The mean of Y is equal to iy as defined in equation (2) above. This proof requires the result of the expectation
calculated in Appendix equation B.

mean = E {f/}

= Hy (11)

The variance of X is equal to o2 as defined in equation (1) above. This proof requires the results of the expectations
calculated in Appendix equations A and C.
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The variance of Y is equal to oy as defined in equation (2) above. This proof requires the results of the expectations
calculated in Appendix equations B and D.
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The correlation of X and Y is equal to Pay as defined in equation (3) above. This proof requires the results of the
expectations calculated in Appendix equations A, B and E.

E[XY] - E[X]|E[Y]
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An Example

Assume the following distribution of the random variates X and Y and the attendant correlation coefficient...
X = N[?;7 16} cand... Y = N[5,36} .and... pyy = 0.80 (15)

Step 1 - Pull three normally-distributed random variates from a distribution with mean zero and variance one which

are...
Z.=1.00 ..and... Z, =0.50 ...and... Z, = —01.25 (16)

Step 2 - Calculate the two correlated random numbers which are...

X:[VQ%XIDO+M1—Q%XQN4x¢m+300:1M (17)
?:[VQ%X100+vﬂ—080x—L%}XV%+600:701 (18)



Appendix

A) The expected value of X is...
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B) Using the same equations as A above, the expected value of Y is therefore...
E [f/] = Iy (20)

C) The expected value of the square of X is...
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D) Using the same equations as C above, the expected value of the square of Y is therefore...

E M — 2 (22)



E) The expected value of the product of X and Y is...
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